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On the Compressive Power of Autoencoders 
Using Linear Threshold Activation Functions

-

because of their power to generate new objects such as 
protein sequences and chemical structures. An autoencoder 

-
coder which compresses an input vector to a lower dimen-

 
dimensional vector back to the original input vector (or one 

that are required to ensure that each vector in a given set 

original using a autoencoder model with linear threshold 

 

When simulating genome-scale metabolite production 
-

-
tabolites are produced when cell growth is maximized. One 
of the best current methods for this problem is the minimal 

the time required for the calculation is often unfeasible. 

even when the required number of gene deletions is ap-

of genes that can be deleted in a strain is increasing with 

that results in growth-coupled production and then gradu-
-

which existing methods could not.

target metabolite production rate when maximizing the cell growth rate.

 Architecture of an autoencoder.


