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• Hypergraph represents high-order relationships

• We wish to learn a smooth function with respect to its 

topology.

• We show a general framework of all smoothness 

functions.

• It helps analyzing previously proposed smoothness 

functions and proposing new ones.

• From this, we address the problem of noisy nodes and 

irrelevant hyperedges in hypegraphs by new sparsely 
smooth formulations.


• The formulations show statistical consistency and high 
performance 

Examples

- All proteins complexes (set of 

proteins)

- Pathways (set of genes) 


General framework of all smoothness functions on hypergraphs

New 
formulation
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Sparsely smooth formulations: hyperedge selection, node selection and joint selection
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