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We are interested in graphs and networks in biology, chemistry, and medical sciences, including metabolic networks, 
protein-protein interactions and chemical compounds. We have developed original techniques in machine learning and 
data mining for analyzing these graphs and  networks, occasionally combining with table- format datasets, such as gene 
expression and chemical properties. We have applied the techniques developed to real data to demonstrate the perfor-
mance of the methods and find new scientific  insights.
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Learning on Hypergraphs

Relational data has been of much interest in statistics 
and machine learning. It is the data with relationships 
among objects. To study this relational data, graph and 
hypergraph have been the main tools. Graph encodes rela-
tionships of pairs of objects. Hypergraph is a more general 
way of encoding high-order relationships, that is the rela-
tionship of variable numbers (two or more) of objects. It is 
a generalization of graph, in which only pairwise relation-
ships can be represented. It finds applications in various 
domains where relationships of more than two objects are 
observed. In social networks, it can represent many groups 
of individuals that have common interests. In computer 
vision, it can represent patches of neighbor pixels that have 
similar colors. In bioinformatics, hypergraphs can be used 
to represent relationships among proteins in protein com-
plexes, among sets of drugs and their side effects. In the 
example in Figure 1, we show a hypergraph that houses in 
the same street belongs to a set call a hyperedge. This is 
useful to study problem such as predicting house prices 
given various information including streets that the houses 
are located in.

On a hypergraph, as a generalization of graph, one wishes 
to learn a smooth function with respect to its topology. This 
is the semantics of graphs and hypergraphs in many do-
mains. In social networks, individuals in the same academic 
groups might have interest in the same books. Patches of 
pixels with the same color in an image tends to belong to 
the same object in the image. Proteins in the same complex 
are likely to participate in the same cellular functionality. 
These observations have been formulated in statistics and 
machine learning, that labels of objects in the same given 
set (hyperedge) tend to be similar. Such a function is called 
smooth on the graph/hypergraph. It is a fundamental issue 
is to find suitable smoothness measures of functions on the 
nodes of a graph/hypergraph to make the function smooth. 

There are various methods proposed to model hyper-
graphs. However, it is not clear why a method works for 
one problem, not for another problem. Strengths and weak-
nesses of the methods are hardly studied and poorly under-
stood. In order to clarify all these methods, we show a 

general framework that generalizes all previously proposed 
smoothness measures on hypergraphs. Our framework not 
only allows for analyzing previous smoothness measures, 
but also gives rise to many new measures with useful prop-
erties. For example, we found that the commonly used total 
variation method to be too sensitive noises in data, which is 
very common in practice.

To address the problem of irrelevant or noisy data, we 
wish to incorporate sparse learning framework into learn-
ing on hypergraphs. From our proposed framework, we 
propose sparsely smooth formulations that learn smooth 
functions and induce sparsity on hypergraphs at both hyp-
eredge and node levels. We show their properties and 
sparse support recovery results. This is one of the benefit of 
our framework to design new smoothness measures for 
new problems on hypergraphs.

We conduct experiments to show that our sparsely 
smooth models are beneficial to learning irrelevant and 
noisy data, and usually give similar or improved perfor-
mances compared to non-sparse models. We compare pre-
dictive performance on benchmark categorical data with 
hyperedges being objects having a common categorical 
value. Experimental results can be found in Figure 2. The 
highlighted numbers are the highest AUCs, showing the 
highest performance, which means the most suitable models 
for the data.

Reference:
Canh Hao Nguyen and Hiroshi Mamitsuka, “Learning on Hypergraphs 
with Sparsity”, IEEE Transactions on Pattern Analysis and Machine In-
telligence, accepted (2020).

Figure 1. Houses on streets as nodes on hyperedges of a hypergraph.

Figure 2. Results of newly proposed sparsely smooth models on benchmark data.


