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We are interested in graphs and networks in biology, chemistry, and medical sciences, including metabolic networks, 
protein-protein interactions and chemical compounds. We have developed original techniques in machine learning and 
data mining for analyzing these graphs and  networks, occasionally combining with table- format datasets, such as gene 
expression and chemical properties. We have applied the techniques developed to real data to demonstrate the perfor-
mance of the methods and find new scientific  insights.
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Advanced Machine Learning for Mass 
 Spectrometry

Metabolites are small molecules, which are used in, or 
created by, the chemical reactions occurring in every cell of 
living organisms. They play lots of important roles includ-
ing signaling, energy transport, building blocks of cells, 
etc. Identifying metabolites or interpreting their biochemi-
cal characteristics is an essential part of the metabolomics 
to enlarge the knowledge of biological systems. It is also a 
key to development of many applications and areas such as 
biotechnology, biomedicine or pharmaceutical  sciences. 
Mass spectrometry is a common technique in  analytical 
chemistry for metabolite identification. A mass spectrome-
ter analyzes a chemical sample by fragmenting it and mea-
suring the mass-to-charge ratios (m/z) of its fragments to 
obtain a mass spectrum (MS). A MS can be represented by 
a list of peaks, each of which corresponds to a fragment 
captured by the device. MS can provide more structural 
information about the sample and be helpful to deal with 
small-sized molecules such as metabolites.

There have been a number of computational methods 
proposed for metabolite identification from MS data. In 
general, they can be divided into three main categories: i) 
searching in spectral libraries; ii) in silico fragmentation 
and iii) machine learning. We focus on the machine learn-
ing approach, where the common scheme is, given a set of 
mass spectra, to learn a mapping from a spectrum to a mol-
ecule (Figure 1). This has two steps: 1) fingerprint predic-
tion: predict a fingerprint with supervised ML and 2) can-
didate retrieval: use the predicted fingerprint to query the 
database. Kernel learning methods have been shown to be 
powerful tools in fingerprint prediction. For example, Fin-
gerID and CSI:FingerID are notable ones, which used sup-
port vector machine with kernels for pairs of MS and for 
pairs of corresponding fragmentation trees. However, ex-
isting methods are mainly based on individual peaks in the 
spectra, without explicitly considering the co-occurrence 
of peaks, which we call peak interactions. Also, these are 
computationally heavy and not desirable for the interpreta-
tion purposes.

The aim of our research is to propose and develop statis-
tical learning models for identifying metabolites with the 
following main criterions: 1) High accuracy: given a query 
MS of a unknown metabolite, the proposed models are 
 expected to produce a highly accurate list of candidate 
 metabolites with most similar MS spectra; 2) Fast predic-
tion: in order to be able to process large-scale datasets of 

metabolites in reality, it is desirable for the proposed 
model to produce good lists of candidates with fast predic-
tion as well. Based on these, we developed a sparse inter-
action model, which we call SIMPLE, allowing to incor-
porate peak interactions for fingerprint prediction and is 
computationally lighter than existing kernel-based meth-
ods. As shown in Figure 2, the proposed methods achieved 
comparative prediction accuracy with much faster predic-
tion (around 100 times). Furthermore, thanks to the inter-
pretability, SIMPLE clearly revealed individual peaks and 
peak interactions, which contribute to enhancing the per-
formance of fingerprint prediction.

Figure 1. A general scheme to identify unknown metabolites based on 
molecular fingerprint vectors. There are two main steps: 1) fingerprint 
prediction; 2) Candidate retrieval.

Figure 2. Micro-average performance and prediction time of kernel-based 
methods and proposed methods.


