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Scope of Research

With the recent advance of experimental techniques in molecular biology and biochemistry, the research in modern life
science is shifting to the comprehensive understanding of a biological mechanism carried out by a variety of biological
molecules, including genes, proteins and chemical compounds. The focus of our laboratory is placed on such molecular
mechanisms in biological phenomena, represented by biological networks such as gene regulatory networks, metabolic
pathways and signal transduction pathways. They are graphs, trees and/or networks in a general computer science termi-
nology. The research objective of our laboratory is to develop computational techniques in computer science and/or statis-
tics to systematically analyze and understand the principles of such biological networks at the cellular and organism level.

Research Activities (Year 2005)

Presentations

Cleaning Microarray Expression Data Using Markov
Random Field Based-on Profile Similarity, Wan R, Mamit-
suka H and Aoki K F, Twentieth ACM Symposium on Ap-
plied Computing, Santa Fe, NM, USA, 14 March.

Efficiently Finding Glycan Motifs Using a Profile
Probabilistic Sibling-Dependent Tree Markov Model,
Aoki-Kinoshita K F, Ueda N, Mamitsuka H and Kanehisa
M, 25th Annual Meeting of the Japanese Society of Carbo-
hydrate Research, Otsu, Japan, 9 July.

Analyzing Metabolic Pathways with Microarray Data
Based on Mixtures of Markov Chains, Mamitsuka H, 2005
Japanese Joint Statistical Meeting, Hiroshima, Japan, 13
September.

A Probabilistic Model for Mining Implicit “Chemi-
cal Compound - Gene” Relations from Literature, Zhu S,
Okuno Y, Tsujimoto G and Mamitsuka H, Fourth European
Conference on Computational Biology, Mardid, Spain, 1
October.

A Tree-based Markov Model for Tree-Structure Pro-
files, Aoki-Kinoshita K F, Ueda N, Mamitsuka H, Goto S
and Kanehisa M, Second SIGBIO Meeting, Information

Processing Society of Japan, Kyoto, Japan, 7 October.

A Probabilistic Model for Mining Implicit “Chemi-
cal Compound - Gene” Relations from Literature, Zhu S,
Okuno Y, Tsujimoto G and Mamitsuka H, Second SIGBIO
Meeting, Information Processing Society of Japan, Kyoto,
Japan, 7 October.

A Profile HMM for Tree Structures to Locate Glycan
Structure Profiles, Aoki-Kinoshita K F, Ueda N, Mamit-
suka H, Goto S and Kanehisa M, Annual Conference of
the Society for Glycobiology, Boston, USA, 10 November.

Grant

Mamitsuka H, Probabilistic Model-based Method for
Mining from Structured Data in Bioinformatics, Research
Grant from Okawa Foundation for Information and Tele-
communications, 1 September 2005 - 30 August 2006.

TOPICS AND INTRODUCTORY COLUMNS OF LABORATORIES



Topics

Mining Biomedical Co-occurrence Data with
a Probabilistic Model

Mining literature for biomedical knowledge discovery
has become a very active field in bioinformatics recently.
One of the important applications is to discover the rela-
tionship among genes, proteins, disease phenotype and
chemical compounds. Co-occurrence in MEDLINE is a
simple and popular technique for discovering possible
biological relationships among different entities. This
technique is based on the following hypothesis: if biologi-
cal entity A co-occurs with biological entity B in the same
MEDLINE record, A and B should be biologically related
with high probability. Here we also employ co-occurrence
technique to identify biologically related genes and chemi-
cal compounds. We focus on discovering implicit related
entities, e.g. “chemical compound - gene”, being those
which are not in existing co-occurrences in the literature
but could be discovered from the co-occurrence data.

We made use of a probabilistic model, which we call a
mixture aspect model (MAM), coupled with an efficient
algorithm for estimating its parameters. MAM is an exten-
sion of a probabilistic model, called the aspect model (AM)
developed in natural language processing, with one sig-
nificant difference of the ability of incorporating different
types of co-occurrence data efficiently. A MAM is called
kKMAM when we use k different types of co-occurrence
data, and IMAM is equal to AM.

We evaluated our approach by performing experiments
on three types of co-occurrence data: gene-gene (GG),
compound-compound (CC) and compound-gene (CG)
from the MEDLINE records. We extract these data from
RefSeq database and corresponding MEDLINE records.
In our dataset, we have 22,292 genes and 3,454 chemi-
cal compounds. There are altogether 174,077 GG pairs,
20,443 CC pairs and 47,217 CG pairs occurring in 63940
MEDLINE documents.

We evaluated the performance of four different types
of MAMs, i.e. AM, 2MAM (+CC), 2MAM (+GG) and
3MAM, using cross-validation on predicting CG pairs.
AM uses CG only in training while 2ZMAM (+CC) uses
both CG and CC, and 2MAM~(+GG) uses both CG and
GG. 3MAM uses all CG, CC and GG. To examine the ef-
fect of the size of the training data set to the performance
of the probabilistic model, we set five different ratios of
the size of training to test data, 3:1, 2:1, 1:1, 1:2 and 1:3, in
the cross-validation experiment. We carried out 50 rounds
of this cross-validation to reduce possible biases occurring
in only a few rounds and averaged the results obtained.
When we add another type of training data, keeping the
same training CG pairs for each round of cross-validation,

we added one or more other types of co-occurrence data to
train 2MAM (+CC), 2MAM (+GG) or 3MAM. Then, the
prediction was performed on the same test dataset. We note
that AM cannot make any predictions on a CG pair in the
test data if one component of this pair does not appear in
the training data. Thus, we removed all such co-occurrence
pairs in the test data, and the remaining pairs were used
as positive test examples. We then randomly generated
the same number of CG pairs which are not found in both
training and test as negative test examples.

Once we estimated the probability parameters of a
probabilistic model from training data, we computed the
likelihood of each CG pair in test data and ranked all pairs
according to their likelihoods. We evaluated these ranked
pairs in AUC (Area Under the ROC curve). Please note
that the larger the AUC, the better the performance of the
model. We further used the paired sample two-tailed #-test
to statistically evaluate the performance difference of the
two models. Table 1 shows the results.

We also computed the likelihoods of all unknown CG
(more specifically, drug-gene) pairs using our approach
and selected the top 20 pairs according to the likelihoods.
Table 2 shows the 20 pairs. We validated them from bio-
logical, medical and pharmaceutical viewpoints.

Ratio of training to test data

Madel 3L 71 Tl 2 I3
3MAM 96.0 95.5 94.5 92.8 91.5
SMAM 95.0 915 93.2 911 80.6
(+cc) | (81.4) | (73.9) | (60.8) | (88.6) | (94.9)
SMAM 92.3 91.6 9.8 B7.7 86.4
(+GG) | (193.8) | (168.0) | (158.6) | (209.2) | (197.4)
P 89.0 88.0 6.0 3.6 82.0

: (232.2) | (202.4) | (190.5) | (285.5) | (357.4)

Table 1. Percentage of the AUCs and the 7-values (in parentheses) ob-
tained by 50 rounds of cross-validation on compound-gene pairs.
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19545267 Wertmanni 3984 MAPK] Muopen-scnvated paotes kiase 1 —2013
16361298 Trandrcanmiphmhal acraie 3300 PRECE Proiem kasvee C, vt —2764
124928 Demoruticn 1029 CDAN24. Cycln dependens kanase mhibitor 2A 2992
EREE] Trypaephan S5 PEMECY: Protessosns 165 subsmil —3.000
0100439 Prinic Cide 959 TNFSFS Temor necrosis factor, member 5 -3817
651 Celobeximise 5970 BELA Vel eeticuloendotbelivus vial oncogese bomolog A 3030
33415400 Eiopuaule 4193 MDA Teanaformed 773 cell densble muine —am
30-00-2 - MIE NG lutesfenun —3.037
13663-27-1 Cisplatas 581 RAY: BOL2-mssocuted X protein —3.080
521186 Dibiydiotesesteinie W99 ESR- Esopen secepis 1 ~5.061
33850 Dichlmorbofuanonylbrusmidascle 2963 GTFIF? Graral tanscripton Bt TIF. polypepsde T -3.009
50-07.7 Mitomycin s TiP53. Tumor pootein p53 3104
320-67-2 Asscaidee 61D ENCA: Symuclen, alpba -3
33065614 Paclitael R RAY BOL2-mweociated X protem -348
1384074826 Leucine akdelryde M TNF: Tumor secrosis factor, member 2 3203
10540-25-1 Temusnifen 3241 PGR Progessoos ocopor -3m8
T4 FHvdrogen peromide 56 WCL) B-cell CLLbvmphoma 2 -3
€1326.058 Thupiagiagin 5380 PRECD: Prosein kinsse C. delta 3215
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Table 2. Top 20 pairs of drugs and genes.
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